Experiment 2

* Devise a simple, fast, and non-destructive method
to measure the variation in thickness of the shell of
a large number of racquet balls to determine if the

variation in thickness 1s much less than 10%. @

* Devise a method to measure the density of the outer
cylinder without damaging the rod so that rods

outside 5% tolerance will not be used in a machine.




% The Rods_

e Measure the radii Rand r and the total mass
M...=M+ m

total
* Measure | by torsion pendulum

B ° Determine the density p of the outer cylinder

M is the mass of the outer cylinder
M s the mass of the inner cylinder

| :%mr2+%M (R +17)

A M =L(2|—|v| r*)
I Rz total
M
£ = 7Z'(R2 —r2)|

find o, «— propagate errors in your proposal
A ————



Measuring | by the Torsion Pendulum

N=-x0=16 torque equation gives diff. eq. in 6.

T=2rx \/I the period
K

1. calibrate the restoring torque constant K of the wire

by measuring period T4 of a solid cylinder ,

for which moment of inertia | 4 can be computed | ;4 = 5 M iiqMsolig
2. measure period of the torsion pendulum with the rod
using the calibrated wire
KT ’ &
_ 2 C e
4r minimize the wobble of

couples it to other modes
and changes the period

T 2 the pendulum since this
| = ( j J




Rejection of Data

383539393408« qgpect =% oo [ LS (%)

N X N -1
X=34s m
c=08s B R R CTE :
X—X,.=34-18=1.6=2c

1
Prob(outside 20) = 1— Prob(within 20)= 5 **[~/ | | | |
=1-0.95=0.05 £ | ; ; ;
n = (expected number as deviant as 1.8) = N e
0.674
= N x Prob(outside 20) = :
( ) erf(t) — error function
=6x0.05=0.3
if N < 0.5 the measurement is “improbable” and can be rejected according to Chauvenet’s criterion
X 5eeer Xy,
t = ‘Xsus B 7‘
Sus . .
d <== (hauvenet’s criterion

N = N x Prob(outside t, o)

ifn< %,then X4, can be rejected




Example

A student makes 5 measurements of the period of a pendulum and gets
1=28,25,2.7,2.7,2.3s.
Should any of these measurements be dropped?

Calculate the average

'T:2'8+2'5+237+2'7+2'3:2.6s Y:ﬁzxi

Calculate the standard deviation

o= \/i(o.zz +0.7+0.I° +0.° +0.3°) =0.2 s -~ o,= ﬁZ(x -X)’
T he measurement furthest from the mean is 2.3 s X~

giving t_ .= 0.3/0.2=1.5 -— t, = S*SG

Look up the probability to be further off, P=13.36 % <+—— Table A

Multiply by the number of trials to get the expected
number of events that far off, n=5x0.1336 = 0.67

0.67 > 0.5 — Do not drop this measurement (or any other)




Weighted Averages

A: X=X,t0,
B: X=X;

+

combining separate measurements: what is the best estimate for X ?

Og

Prob, (X,) oc L e assume that measurements are governed

O \ by Gauss distribution with true value X
| xg—X)* /203 eqe
Prob, (¥,) o —& ¢/ probability that A finds X,

Opg

Prob, (X,Xg) = Prob, (X,)-Prob, (x;) <—— probability that A finds X, and B finds Xg

1 : : .
o e/ <— find maximum of probability
S0P ; principle of maximum likelihood
7= [ Xa— Xj + [ Xp — X] the best estimate for X is that value for
2 T Te which Proby (X,, Xg) is maximum
dy _0 = _2xA—X _sz—X 0
dXx Op oy’ chi squared — “sum of squares”
q q
. X, X 11 find minimum of y?
best estimate for X) =| —& + -2 +
( ) (a,i Gé]/(ai aéj method of least squares
W, X, + WX .
= A = X, weighted average

W, + W

1 v oL weights
W,=—  Wg=—



Weighted Averages

X1, Xo -1y Xy - Measurements of a single quantity X with uncertainties oy, 0, ..., Oy

X to, X to,, .., X, oy
W X, .
Knay = —ZZ:: vle| -—— weighted average
i
1 .
W =—7 <—— weights
o
1 . .
Opey = T7—— <—— uncertainty n X,
Z W, can be calculated

using error propagation



Example of Weighted Average

E' f ,,21 : 'I (1) three measurements of a resistance
2= . .

(?
R.=10%3 what 1s the best estimate for R *
b-, = | w, = ] 1
62' - w, =| - V\/I = ?

SwiR;  (Ixi)+(1x2)+(Fxl0)

Rwav = = =142 R
AV 2w [ +1+¢ 42
| |
G, = = = — = 0.69
Y T Sw 'Vl+-l+é-

R=11.4 £0.7 N2




Least-Squares Fitting

consider two variables X and Yy that are connected by a linear relation

y=A+ BX
graphical method of
Rt ﬁndmg the bes.t straight
/{/ line to fit a series of
™ intercept, y=A experimental points
X{, Xy +eey Xy

Vi, Vor o0 YN find A and B

analytical method of finding the best straight line to fit a series of experimental
points is called linear regression or the least-squaresfit for aline




Calculation of the Constants A and B
(true value for y,) = A+ Bx

1 _(y-ABx /202 o ..
Prob , g(Y;) o G—e (4-A-Bx)"/20 <—— probability of obtaining the observed value of y,

y
Prob, g (5., Yy ) = Prob, g (y;) - Prob,(y,) <——probability of obtaining the sety;, ..., Yy

oc pa) e’ - find maximum of probability
y

N (v — A—Bx )’ chi squared — “sum of squares”
Zzzz(y' 2 X') - find minimum of y 2

=1 Oy least squares fitting
oy 2
8A_62-Z_1:(yi_A_B)(i):0 )
ot XYy Oy
=520 (- A-BX) =0 A

y = N ~3'x
AN +B> x =>"y B= y:XyAy yly
L

AY X +BY X =D xy AZNZXZ_(ZX)Z




Uncertainties iny, A, and B

N
(N2

F
oy

- A-

Bx )

uncertainty in the measurement of' y

uncertainties in the constants A and B

given by error propagation in terms
of uncertainties in y,, ... , Yy



Example of Calculation of the Constants A and B

s % 1f volume of an ideal gas 1s kept constant,
T=A+8P its temperature is a linear function of its pressure
I P; T;
, 55 20 absolute zero of temperature A= ?
g’ ;c 17 ,
< _
L oy o Ty T
S 105 127 A
ND xy—2 X2y
2 P=42¢ 5N AZ z
ZP%= 37128 / )
ST = 260 A:NZX2_(ZX)
SPT=253I0
4=V T P2 (2P0 I3 bsolut f
2 absolute zero o
_ 3P¥ST —2P2PT o =\/—Z(yi—A—B>ﬁ)
A= A =-263.35 " VN-2143 temperature = — 273.150 C
PRS
B= ”IPT;?PZT = 37’ / O'A:(Ty A 100 |-
& 2_‘/1 T,-A-BP)2 = 6.7 L ' ' - :
T V-2 2(Ti ) 0 20 40 60/-[/ 80 100
5, - 5, sp2 1 . P (mm of mercury) —
A=DOT Y Z- =18 6
= -100F et
A= -26335=213°C
o /'
A= -260 +20°¢ ol
]E-—-——"' student’s value, — 260 + 20

=300 -



