Rejection of Data
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if n < 0.5 the measurement is “improbable” and can be rejected according to Chauvenet’s criterion
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Example Problem

A student makes 5 measurements of the period of a pendulum and gets
1=28,25,2.7,2.7,2.3s.
Should any of these measurements be dropped?

Calculate the average

'r:2°8+2'5+2j+2'7+2'3:2.6s Y:ﬁzxi

Calculate the standard deviation

o= \/i(o.zz +0.1+0.17+0.1°+0.3°) =0.2 s -~ o, = ﬁZ(Xi -x)’
T.he. measurement furthest from the mean is 2.3 s X,, ]

giving t,,, = 0.3/0.2=1.5 -— = S“‘“‘G

Look up the probability to be further off, P =13.36 % <—— Table A

Multiply by the number of trials to get the expected
number of events that far off, n = 5x0.1336 = 0.67

0.67 > 0.5 — Do not drop this measurement (or any other)




Weighted Averages

A: x=X,=* o . .
- XA . ZA combining separate measurements: what 1s the best estimate for X ?
: —*B—VYB
1 AT 202 assume that measurements are governed by Gauss
Prob, (x,) o« —— /1% o L xyfae
Oa distribution with true value X G, _(x) = > g X /20
1 - Xg— ? op eqe o 7T
Prob, (Xg) o G_Be bax)/2 probability that A finds X,
Prob, (X,Xg) = Prob, (x,)-Prob, (x;) <—— probability that A finds X, and B finds Xg
o e /2 <— find maximum of probability
0,03 .. : o
) ) principle of maximum likelihood
7= ( Xp— X j + [ Xg — X J the best estimate for X is that value for
o, o w}l Prob, (X,, Xg) is maximum
2 —_
dy _0 — _2xA—2X_2xB zXZO | )
dXx O Oy chi squared — “sum of squares

find minimum of y?
(best estimate for X ) = ( X’; + e )/( L1 j 4

2 " method of least squares
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Weighted Averages

X1 Xo, ... Xy - Measurements of a single quantity X with uncertainties oy, o5, ..., Oy

X, to, X, £o,, ..., Xy TOy
W, X; :
Xy = % <-—— weighted average
i
1 :
W, =— <—— weights
of
1 C
Opay = T7—— <—— uncertainty in X,
Z Wi can be calculated

using error propagation



Example of Weighted Average

E ;: ,,21 : ,I (1) three measurement§ of a resistance
Ro=10%3 what is the best estimate for R ?
o, =1 w, = | B!
230 wy= & ‘_W‘_,a_f
Rway = zzw\:fi _ (1 xn)-l-((:jli);- € xlo): 142 O
| | — = 0.69

R=11.4 £0.7 N2




Least-Squares Fitting

consider two variables X and Y that are connected by a linear relation

y =A + BX
graphical method of
finding the best straight
‘\“‘"‘.\lnpc B . 5 ; s
/{/ line to fit a series of
™ intercept, y=A experimental points
X1y Xoy voey Xy

Yir Yo, -0 YN —— find Aand B

analytical method of finding the best straight line to fit a series of experimental
points is called linear regression or the least-squares fit for a line




Calculation of the Constants A and B

(true value fory,) = A+ BX.

Prob, 5 (Yy,) o L €
Oy

~(y,~A-Bx, )2/205

<— probability of obtaining the observed value of y,

Prob, 5 (V,,.... Yy ) = Prob, 5 (y,)---Prob, ;(y,) < probability of obtaining the sety, ... , Yy

find maximum of probability

chi squared — “sum of squares”

Ocﬁez% -
y
2 N(yl_A_BX|)2
X = -
2
oy -2
= — A-Bx)=0
OA ng(y' X')
aZZ _2N
= (y,—A-Bx)=0
p= G§§X.(y. X;)
D ¥,—AN-B> x =0
——-

find minimum of y?
least squares fitting
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Uncertainties iny, A, and B

NDADNDRIN
A
NLOREIRIN
A

A= NZXQ—(ZX)2

y=A+ BX

-— (O,

: y
/} ™ slope B
™~

intercept, y = A l

uncertainty in the measurement of y

uncertainties in the constants A and B

given by error propagation in terms
of uncertainties in 'y, ..., Yy



Example of Calculation of the Constants A and B

s % 1f volume of an ideal gas 1s kept constant,
T=~A+8BP its temperature 1is a linear function of its pressure
i P; T;
. 55 20 absolute zero of temperature A = ?
2 %
AR o ZLy-TxEn
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N> Xy—>» x>y
2 P=42g B= Z AZ Z
2 p2= 37 128§ / 2
ST = 260 A:NZX2_(ZX)
SPT=25310
A=wNsp2_(ZP)2=S,000
1 ) absolute zero of
_ 3P¥ST —2ZP2PT o =\/—Z(yi—A—BXi)
A= ~ =-263.3S " OVN-275 temperature = — 273.150 C
PRS
. MZ‘PT;'ZPZT’ = 3.9 / Or =0y [ ol
6, = ‘I/I _A-RP)2 =
T T; -A-BP; =6.7 I L i ' :
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G, = G. E_EE !8 1 L P (mm of mercury) —
A T a B 9 -100 - "/
A=-263+18"C )
—200 l__ "’IJJ
:E«-————"' student’s value, — 260 + 20
=300 *-




Example Problem

Two students measure the radius of a planet and get final answers

R,=25,000+3,000 km and Rg=19,000+£2,500 km.

(a) Assuming all errors are independent and random, what 1s the discrepancy and what
1s 1ts uncertainty?

(b) Assuming all quantities are normally distributed as expected, what would be the
probability that the two measurements would disagree by more than this?

Do you consider the discrepancy in the measurements significant (at the 5% level)?

(@) R, - R, =25,000-19,000 = 6,000km
Oryr, =+Tr, + 0%, =1/3,000” +2,500” =3,905km — 4,000km

R, — R, = 6,000+ 4,000km
6,000
4,000

Table A: Probability to be within 1.501s 86.64 % = 87 %. Therefore, the
probability that the two measurements would disagree by more than this

1s 100 — 87 = 13 %.

The discrepancy in the measurements is not significant (at the 5% level).

(b) 1= 1.5




Example Problem

Two students measure the radius of a planet and get final answers

R,=25,000+3,000 km and Rg=19,000+£2,500 km.

The best estimate of the true radius of a planet 1s the weighted average. Find the best
estimate of the true radius of a planet and the error in that estimate.

_ WX, + WgXg 1 1 1
2 2
W, + W, O Og W, + W;

X

wav

R, , Rs 25,000 19,000

2 2 2 2
Ryay =22 = 3’0100 2’5100 — 21,459km — 21,500km
+ +
ol o 30000 2,500°
o -1 1 —1,921km —> 1,900km

e 1 .\ 1 1 . 1
o) Oy 3,000>° 2,500

R,., = 21,500+ 1,900km




