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Outline

Review of Gaussian distributions
Rejection of data?

Determining the relationship between
measured values
Uncertainties for lab 2

— Propagate errors
— Minimize errors




Schedule

Meeting Experiment

1 (Jan. 1-4) none

2 (Jan. 10-13)

3 (Jan. 17-20)

4 (Jan. 24-27)

5 (Feb. 1-3)

6 (Feb. 7-10)

7 (Feb. 14-17)

8 (Feb. 21-24)
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9 (Mar. 1-3)




The Gauss, or Normal Distribution Chapter 5
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| the limiting distribution for a measurement

I " "

: subject to many small random errors is bell shaped
| - i ~

' - x and centered on the true value of x

true value
of x

the mathematical function that describes the bell-shape
curve 1s called the normal distribution, or Gauss function

o large o small prototype function
2 2
—x°/20
X e //
0 0
e_(I_X:}z /26 o — width parameter

X —true value of x
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The Gaussian Distribution

A bell-shaped distribution curve that approximates many
physical phenomena - even when the underlying physics is not
Known.

Assumes that many small, independent effects are additively
contributing to each observation.

Defined by two parameters: Location and scale, i.e., mean and
standard deviation (or variance,c?).

Importance due (in part) to central-limit theorem:

The sum of a large number of independent and identically-distributed
random variables will be approximately normally distributed (i.e.,following a
Gaussian distribution, or bell-shaped curve) if the random variables have a
finite variance.
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The Gauss, or Normal Distribution

2 2 +o
normalize e_{x_X) [20 — j__ f(x)dx =1

1 e—(x—X)z/2o'2

G _
T

standard deviation o, = width parameter of the Gauss function &
the mean value of x = true value X

G o (x)
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Gauss distribution: changing X

~(x—X)’
GXD‘ — 1 e ,/' /2«:'»'2
o2 )]

25
(Gauss distribution has
its maximum at x = X.

20
Therefore, changing X,
changes position of the
maximum, but does not
change the shape of the
distribution.
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Gauss distribution: changing o
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O appears in the equation twice
and sets both height and width
of the distribution.

Large o corresponds to a wider
distribution with a lower peak.
The area under the distribution
is always preserved, because of
the normalization

TJ"(X)dx =1
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Accuracy vs. Precision

<
<«

Precision



‘<OQJ“COO>

»

Number measurements

Number measurements

Accuracy Vs.

“true value”

|

I:. T

69.4

69.6

698 700 702

704

Number measurements

Precision

“true value”

|

I:. T

T T T T T T
694 696 698 700 702 704

: ' height (inches
height (inches) ght ( )
]
[.v (%] '
=
[}
1S
o
>
&
(<5}
1S
]
o
[S
>
Z
: : : : : : 694 696 698 700 702 704
694 696 698 700 702 704 height (inches)
height (inches)
<

Precision



2
Gauss distribution: G B | _{x_X)/ZG_z
X.oc €

the meaning of o , O'\/E
O,.=0
)_C_X X+o '
=J.GX36dx = 0.68
X-0o

The area under a segment from X -G

to X+0& accounts for 68% of the
total area under the bell-shaped curve.

That is, 68% of the measured
points fall within & from the
best estimate X = X

0 20 40 60 80 100 120
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What about the probabilities to | 1 —U'—X}y
find a point within 0.3¢ from X G,i s = 4 20
1.70 from X, or in general o O \/E

from X ?

To find those probabilities
we need to calculate

X+to

_I Gy o (X)
X—to

Unfortunately, we cannot do
it analytically and have to
look it up in a table

0 20 40 60 80 100 ~ 1
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Table A. The percentage probability,
Prob(within to) = [ oGy (x)dx, A

as a function of ¢ - X=to X X+to

G) 0.00 001 002 003 004 005 006 007 008 009

0.0 0,00 0.80 1.60 2.39 3.19 3.99 4.78 5.58 638 T17
.1 7.97 8.76 955 1034 11.13 1192 1271 1350 1428 1507
2 15.85 1663 1741 1819 1897 1974 2051 21.28 2205 2282
3 2358 2434 2510 2586 2661 27.37 2812 2886 2961 3035
4 31.08 31.82 3255 3328 3401 3473 3545 3616 36.88 37.59
.5 3B.29 3800 3069 4039 4108 4177 4245 4313 4381 4448
.6 4515 4581 4047 4713 4778 4843 4907 4971 5035 5098
.7 51.61 5223 5285 5346 5407 5467 5527 5587 5646 5705
8  57.63 58.21 5878 5935 5991 6047 6102 61.57 62.11 62.65
9 6319 6372 6424 6476 6528 6579 6629 6680 6729 67.78

=1 1.@ 6875 6923 6970 7017 7063 7109 TL54 7199 7243

1.1 BT 7330 7373 7415 7457 7499 7540 T580 7620 Teo0

1.2 76.99 77.37 7775 7813 7850 TRET  T79.23 7‘9.59_ 79.95 8029

13 8064 8098 8132 8165 8198 8230 8262 8293 8324 8355

14 8385 8415 8444 B473 8501 8529 8557 8584 8611 8638

15 8664 8690 B87.15 8740 87.64 87.80 8812 8836 88.59 B88.82

16 8904 8926 89.48 89.69 8990 90.11 9031 9051 9070 90.90

1.7 91.09 9127 9146 9164 91.81 9199 09216 9233 9249 9265

18 9281 9297 9312 9328 9342 9357 9371 9385 9399 94.12

19 0426 9439 9451 0464 0476 O488 0500 9512 9523 9534

2.0 9545 9556 0566 9576 09586 9506 96.06 96.15 9625 9634

21 9643 9651 9660 9668 9676 9684 9692 97.00 97.07 97.15

2.2 9722 9720 9736 9743 9749 9756 097.62 9768 9774 9780

p. 287 Taylor
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Compatibility of a measured result(s):
t-score

Best estimate of x: Y

Compare with expected answer x.,,, and compute t-score:

"}”."?cf.w X exp ecied

I =

O

This is the number of standard deviations that x, .. differs from
Xexp-
Therefore,the probability of obtaining an answer that differs

from x.,, by t or more standard deviations is:

Prob(outside tc) = 1-Prob(within to))
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Prob (wilhin ig)}—=

“Acceptability” of a measured result
Conventions

* Large probability means likely outcome and hence reasonable
discrepancy.
* “reasonable™ is a matter of convention...

* We define: |

BE__IW® <5 % - significant discrepancy, f > 1.96

100% [——---—-~ e i~
i < 1 % - highly significant discrepancy, > 2.58

S0% fmmm== ! i | [ T
1 1 -
1

boundary for unreasonable improbability

b f-——
G b e
e

If the discrepancy is beyond the chosen
boundary for unreasonable improbability,
erf(t) — error function ==> the theory and the measurement are
incompatible (at the stated level)

0.a74

Yagil



Example: Confidence Level

Two students measure the radius of a planet.

e Student A gets R=9000 km and estimates an error of o= 600 km

e Student B gets R=6000 km with an error of 6=1000 km

* What is the probability that the two measurements would disagree by
more than this (given the error estimates)?

==> Define the quantity ¢ = R -Rz= 3000 km. The expected g is zero.
Use propagation of errors to determine the error on g.

o,=40,+0; =1170 km
* Compute 7 the number of standard deviations from the expected g.
g 9000-6000 -
- =2.56
o 1170

i

« Now we look at Table A ==> 2.56 & corresponds to 98.95%
So, The probability to get a worse result 1s 1.05% (=100-98.95)
We call this the Confidence Level. and this is a bad one.
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Rejection of Data ?

e Consider series — 3.8s, 3.5s, 3.9s, 3.9s, 3.4s,
1.8s

* Reject 1.8s?

— Bad measurement
— New effect
e Something new

e Make more measurements so that 1t does
not matter



How different Is the data point?

From series obtain

-  <x>=3.4s

— o = 0.8s

How does 1.8s data point apply?
How far from average is it?
—X-<x>=Ax=16s=20c

How probable is 1t?

— Prob (|AX/>2 6)=1-0.95=0.05



Chauvenet’s Criterion

« Glven our series, what Is prob of measuring
a value 2 ¢ off ?

— Multiply Prob by number of measurement
— Total Prob =6 x 0.05=0.3

e |f chances < 50% discard



Strategy

., = AX (in o)

Prob of x outside AX

Total Prob = N x Prob

If total Prob < 50% then reject



Refinement

e When is It useful
— Best to identify suspect point
— remeasure

* \When not to reject data
— When repeatable
— May indicate insufficient model
— Experiment may be sensitive to other effects
— May lead to something new (an advance)



Rejection of other data points

 |f more than one data point suspect,
consider that model 1s Incorrect

e ook at distribution

o Additional analysis
— Such as y? testing (chapter 12)
— Remeasure/ repeatable

— Determine circumstances were effect iIs
observed.



Useful concept for complicated
formula

o Often the quickest method is to calculate
with the extreme values

- g =q(x)

— Umax ~ Q(X'l' 6X)

~ Umin = Q(Y— 6X)

L 6(] - (qmax B qmin)/2 (339)




The Four Experiments

 Non-Destructive measurements of densities, inner

structure of objects
— Absolute measurements vs. Measurements of variability

— Measure moments of inertia
— Use repeated measurements to reduce random errors



: Z Racquet Balls
- N qlﬁ_? We should check
=5 ¥y ~ if the variation in

d 1s much less
than 10%.




~ Measuring I by Rolling Objects ()

X .

L @ racketball 1. Measure M and R
D photogate fimer 2 Using photo gate timer
measure the time, 7.

h x. distance before

1 e
™ starting timer to travel distance x

1 5 1 5 . rolling radius R’
Mgh = EMv‘ + EI.&J‘ energy conservation i

v=R'® rolling radius >
¥ = 2x for uniform acceleration
i
Mgh ——1=3(M+ ! )
g | R;E
b 2% T
g"‘ " r? Mr?




% Measuﬁng the Variation in Thickness of the Shell O

« 1. Measure rolling time of one N i1 Z[ & _;)_ Statisnf:al
ball manv times to determine n=1 SRR
) y —_—
the measurement error 1n £,
Ojﬂ?é‘ﬂﬁ'“?'éﬂi’éﬂf t
« 2. Measure rolling time of one_ball
many balls to determine the —— N
total spreadin ¢, o, ,
« 3. Calculate the spread in time |_|J_|_|—’—L|_|—|
due to ball manufacture, _tb 2
. a
Gmanufacmre-ﬁ b}r subtractmg the -
measurement error C ol = st b L S——
4. Propagate error on 7 into g, —s O — O

error on / and then 1into error variation in 7 — variation in J/ = variation in

on thickness d

r L .F .r 3




7 ‘P__,.;,p_ag‘até Err‘or’frpni Ito d ©

x] 3
e EMr R —r measured thickness and
3 3
S R —r radius for one ball
o 2825-45mm ..., d=4.5mm R=2825mm
R 28.25 mm o .
N -
1(0.841) = 1 . =51_‘3 ~0.571892
MR~ 51-:
" I 21-2° :
1(0.840)=——="""_~0.571366 «— 0z «— Ol numerically
MR™ 51—z
0z __ 0841-0.840 _ 0001 _ .
&I 0.571892-0.571366 0.00526
o, Oy Ra, REgd (280 m)\RN0) g sy eaneOn., pan
d d d d oI I 4.5 mm F I ]
o (2 3
et A5 -
d I



f-‘Pfopagat.é Err‘orﬁ from 7 to I ©

B
T2

A {ghf‘ - IJ ~0.572 from previous page

MR> R\ 2x
. 5 ;
Bt 2 - (gﬁf} compute derivative
o ) &
&= 7 @ o ropagate error
T Rg 1:2 t propag Jj’ - i
(gﬁn‘} [g_}#] I [
2 2
D-I — ¥ ~ i J O-E J
j ( ghfz % RZ Tt Wka out _d = 6.871 =~ 27_}:
——1 —(0.572) : d Vi ¢
( 2%7 R™ fractional error
N 2( R? . numerically
[% = —[ Sy 1}

x* ) t{R to get a 10% error on the thickness
F(RE . R? we need 0.37% error on the rolling time
—{RQIJA] 2[0.5?2+R2]

it E . &, = T e 8 accuracy can be umproved by rolling
1 R_Q(O_S—;g) (0.572) t A each ball many times



Remember

o Lab Writeup
* Read lab description, prepare
e Read Taylor through Chapter 8
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