Power of Probability
Principle of Maximum Likelithood
Weighted Averages
Linear Least Squares Fitting

Lecture # 6
Physics 2BL
Summer 2015



Principle of Maximum Likelihood

* Best estimates of X and ¢ from N
measurements (X, - Xy ) are those for which
Proby ; (x;) 1s a maximum



Clicker Question 8

Upon flipping a coin three times, what are the
chances of three heads in a row?

(a) 1

(b) 0.5

(c) 0.25
(d) 0.125
(e) 0.0625



Clicker Question 8.5

What are the chances that two people 1n this
room have a Birthday within one day of
someone else?

(a) > 80%
(b) 60 - 80%
(c) 40 - 60%
(d) 20 - 40%
(e) <20%



The Principle of Maximum Likelihood

x—X)?
Recall the probability density for P, (x)= I Ei’_ ( 2.-:2}
measurements of some quantity x X0 / 2To
(distributed as a Gaussian with mean X and Normal distribution is
standard deviation G) one example of P(x).

Now, lets make repeated measurements
of x to help reduce our errors.
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We deftine the Likelihood as the product
of the probabilities. The larger L, the L = P(x)P(x,)P(x;)...P(x,)

more likely a set of measurements 1is.

Is L a Probability? A

The best estimate for the parameters

Why does max L give of P(x) are those that maximize L.
the best estimate? '
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Using the Principle of Maximum Likelihood:
Prove the mean is best estimate of X

Assume X 1s a parameter of P(x). al

When L 1s maximum, we must have: -

oX

[ ets assume a Normal error distribution and
find the formula tor the best value for JX.
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What is the Error on the Mean

— 1 Z c Formula for mean of measurements. (We just
n< ot proved that this 1s the best estimate of the true x.)

Now, use propagation of errors to get the error on the mean.

Jx ox Jx
0-.=—0, ®—0, ®.O_—0,
Yo, ox, dx,
a1
X. n
. 2 i . . . -
g - 2 - What would you do if the
O- = - =g — | = X; had different errors?
S\ n n ) ~Nn

We got the error on the mean (SDOM) by
propagating errors
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Weighted averages (Chapter 7)

We can use maximum Likelihood (?) to
average measurements with different errors.

“fx —X :

x=2
i=1

We derived the result that:

N i
(o3 § Y an
i 'H*"F.l i

- i=1
X =

n
>w
i

i=1
Using error propagation, we can determine the

error on the weighted mean: [

What does this give in the limit
where all errors are equal?

i=
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Weighted averages

1
where W; =

G,
E E
i




Example: Weighted Average

Suppose 2 students measure the radius of Neptune.
- Student A gets =80 Mm with an error of 10 Mm and
- Student B gets =60 Mm with an error of 3 Mm
What 1s the best estimate of the true radius?

L8()—!—16()

- W, +wr
p=—dd_ 551009 _6]65Mm
w,o+w, 1
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What is the random chance of getting two results that 1s > this

difference ?

(A) 2 %
(B) 3 %
(C) 4%

(D) 8 %
(E) 40%

Clicker Question 9

Two measurements of the speed of sound give the answers:
u, =332+ 1)m/s and uz= (339 £ 3) m/s.

@ 0.00 001 002 003 004 005 006 007 008 009
0.0 0.0 080 160 239 319 399 478 558 638 717
1 797 876 955 1034 11.13 1192 1271 1350 1428 15.07
2 15.85 16.63 17.41 1819 1897 1974 2051 21.28 2205 2282
3 23.58 2434 2510 25.86 2661 2737 2812 2886 2961 3035
4 31.08 3182 3255 3328 3401 3473 3545 3616 3688 37.59
5 3829 3899 30.69 4039 41.08 4177 4245 4313 4381 4448
6  45.15 4581 4647 4713 4778 4843 4907 4971 5035 5098
7 5161 5223 5285 5346 5407 5467 5527 5587 5646 57.05
8 57.63 5821 S878 5935 5991 6047 61.02 6157 6211 62.65
9 63.19 6372 6424 6476 6528 6579 6629 6680 6729 67.78
1.@ 6875 6923 6970 7017 70.63 7L09 7154 7199 72.43
1.1 587 7330 7373 7415 T457 7499 7540 7580 7620 76.60
12 7699 7737 7775 7813 7850 78.87 7923 7959 7995 8029
13 80.64 8098 8132 81.65 8198 8230 8262 8293 8324 8355
14 8385 84.15 8444 B473 8501 8529 8557 8584 8611 8638
15 86.64 8690 87.15 8740 B87.64 B87.89 8812 8836 8859 88.82
16 89.04 8026 8948 89.69 89.90 90.11 9031 90.51 9070 90.90
1.7 91.09 9127 9146 9164 91.81 9199 0216 9233 9249 9265
1.8 9281 9297 9312 9328 9342 9357 9371 9385 9399 9412
19 9426 9439 9451 9464 9476 9488 9500 9512 9523 9534
20 95.45 9556 9566 9576 05.86 9596 96.06 9615 9625 96.34
21 96.43 9651 9660 9668 9676 9684 9692 97.00 97.07 97.15
22 9722 9729 9736 9743 9749 9756 97.62 97.68 97.74 97.80



a) To check if the two measurements are consistent, we compute:

q=u,-up =339-332="Tm/s
and: o Z\/Gz +0° =3.16 m/s
q A ull
g 339-332
so that: r=—= =2.21
o 3.16

q

From Table A we get that 2.21 sigma corresponds to: 97.21%

Therefore the probability to get a worse result 1s 1-97% ~3%.



Clicker Question 10

Two measurements of the speed of sound give the answers:
u, =332+ 1)m/s and uz= (339 £ 3) m/s.
What 1s the best estimate (weighted mean)?

(A) 336.5 £2 m/s
(B) 336 +2 m/s
(C) 336.5+ 0.9 m/s
(D) 332.7 £ 0.9 m/s
(E) 333 +2 m/s



b) Best estimate is the weighted mean:

1 |
—332+-—-339
— 5 _I_ 5 -
1= Wally ™ Wplp _ 1 11 —=332.7 m/s
W+ w
A B —4 —
1 9
T =— : = .—] =0.9m/ =5

" ,,I'l'] W+ 1/ W JIA1+1/9



Linear Relationships: y = A4 + Bx
(Chapter 8)

Data would lie on a

straight line, except {'| Slope =1.01 I

for errors 6-

What 1s ‘best’ line
through the points?

What 1s uncertainty in
constants? - h

How well does the .
relationship describe X Value
the data?




Analytical Fit

« Best means ‘minimize 87
the square of the
deviations between
line and points’

« Can use error analysis
to find constants, error

N
]

X Value



The Details of How to Do This
(Chapter 8)

Want to find 4, B that
minimize difference
between data and line

Since line above some
data, below other,
minimize sum of
squares of deviations

Find 4, B that
minimize this sum

v=A+ Bx

| < deviation
of y,

y,—y=y,—A—Bx,
N
Z(yi_A_Bxi)z
i=1

74
a_A_Zyi_AN_Bin_O

% = le.yl. — Ale. — Ble.z =0




Finding 4 and B

é_zyi—AN—BZXFO

o After minimization, A
solve equations for 4 % Yy —aY x +BY k=0
and B
* Looks nasty, not so >
bad e in Zyi_zxiniyi

e See Taylor, example

A
8.1 B:Nzxiyi_zxizyi
A
A= Nle.z — (le.)z




Uncertainty in Measurements of y

e Before, measure
several times and take
standard deviation as
error 1n y

* Can’t now, since y,’s
are different quantities

* Instead, find standard
deviation of deviations

O, = \/%ZZN:‘(XZ - )_C)z




Uncertainty in 4 and B

A, B are calculated
from x, y;

* Know errorinx, y;;
use error propagation
to find error in 4, B

» A distant extrapolation
will be subject to large
uncertainty




Uncertainty 1n x

e So far, assumed
negligible uncertainty
n x

 If uncertainty in x, not
v, just switch them

 If uncertainty in both,
convert error 1n x to
error 1n y, then add
eITors

equivalent
error in
. Y

actual
error 1n x

Ay = BAx

o,(equiv) = Bo,

o, (equiv) = \/ (Tyz +(Bo, )2




Other Functions

* Convert to linear y = Ae™

e Can now use least Iny=InA4+ Bx

squares fitting to get In
A and B



Experiment 3

Goals: Test model for damping
Model of a shock absorber 1n car

Procedure: develop and demonstrate critically
damped system

check out setup, take data, do data make sense?

Write up results - Does model work under all
conditions, some conditions? Need modification?



Simple Harmonic Motion

* Spring provides
linear restoring force
— Mass on a spring

. . _ z X = xO
IS a harmonic 5 =
oscillator 03 U L WY A W x=0
F=—kx ! 2
d 2 X 0 10 20_» al?me 40 50 60
m— =—kx t
dt

27 k
— T:— o e
x(t) = x,cos wxt @ \/ -

@




Damped SHM

* Consider both position
and velocity
dependant forces

* Behavior depends on
how much damping
occurs during one
‘oscillation’

2
d-x
m— =

—kx—b—

dx

dt

b L |k
X=X, exp(— % tj exp[zt\/ —

b2

2
m 4m

J

(_itjcos kb
0 &P 2m m  4m?* |

or

x=x0exp(

2m

b2
adm

2
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m
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Relative Damping Strength:
Weak damping

w

X=Xx,¢€ (—ithos t i— &l
0 &P 2m m 4m* ) _

57

2 o> 1

2 <<£ 81
Am* m S ]
5 0-

weak damping

1
N =

6 | 160 | 260 | 360 | 460 | 560 | 660
(underdamped) — time



Relative Damping Strength:

Strong damping
X=X, € —£+\/b2—kt *—'3—
=P Tom Vam? m éz
0 K £
> >>— T 11
4m m

strong damping

IIIIIIIIII

(overdamped) > tme



Relative Damping Strength:
damping

X = X, eXp —b+\/k— b* t 3
° 2m \m 4m? = |

=

b2 K E

Am* m T

critical damping

2 -

14
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Comparison of the various types
of damping

overdamped

— dipslacement

underdamped

''''''''''''''''

100 0 100 200 300 400 500 600 700
— time



Terminal Velocity

{.
- b=p. Small
e o \damping
0.81 b=1.35b, |
"""""""" T pa |
06} ¢ Bagm
0.4} : : :
5 2 A ! b= 4b: 'large
0.2} : : : ' damping
| | ' |
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For velocity:  y(t) = v[1 - eX®m)]



Experimental Setup for Falling
Mass and Drag

] {
Camping
lube — T
Pist
Fina J
adjustment
Wwanvg

How do you measure velocity?



Plotting Graphs

Give each graph a title
Determine independent and dependent variables
Determine boundaries

Include error bars



Demonstrate damping:
show convincing evidence that
damping was achieved

* Demonstrate that damping 1s critical
— No oscillations (overshoot)

— Shortest time to return to equilibrium position



Remember

* Write-up for Experiment # 3
 Homework Taylor #8.6, 8.10

— Last assignment

* Read Taylor Chapter 12



